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The summary will be on the ACL paper, “Beyond Goldfish Memory\*: Long-Term Open-Domain Conversation” by Jing Xu, Arthur Szlam, and Jason Weston. Affiliation with the Facebook AI Research, in New York, New York.

Summary of the Problem Address

The paper presents an issue about how there is a potential of forgetting conversations from human-human. However there are some problems that needs to be solved. When the conversation starts there are going to be a lot of context between the conversation that has to be store and retrieve from. The other problem would be that the model will have to do a lot of work since there was no processing that was done with anything such as reading and retrieving the data. Due to a conversation being very long it will take a long time and since not all human have the capability of memorizing thing good we will forget what human to human talk about from the beginning of the conversation to the end.

Summary of Prior Work

The paper continues on and talks about related work. It talks about how the dataset focusses on several different skills required by a dialogue agent. There are state-of -the-art open-domain dialogue agents utilizing Daily Dialogue, PersonaChat, Empathetic Dialogues, Wizard of Wikipedia, and Pushshift.io Reddit to revie other datasets. These datasets were explore using personal knowledge as context throughout the dialogue. They also use the long dialogue conversation and summarize it.

Unique Contributions

Personas is unique in that it is use to keep the privacy rule of those human that are involves in the experiments. Personas are meant to use to help mitigate privacy concerns and ensures diversity. This is so there won’t be any of the same personality between the crowdworkers. In other words, this allows the test to be more accurate in that every single crowdworkers will be different.

Evaluation of Author’s Work

The author’s perform a human evaluation using crowdworkers. Crowdworkers is use during the conversation from a human and a bot after selecting the personas. Between the human and bot, both would have a normal conversation evaluate the human’s responses. At the end of the conversation the model computes everything and displays out the results. At the end the it fails to conduct long-term conversations adequately. Between the automatic metric and human evaluations, that the long-context dialogue modeling approaches outperforms the previous systems.

Google Scholar Citations and Conclusion

Jason Weston had the most citations, 104,207 citations total, follow by Arthur Szlam with 22,205 total citations, then Jing Xu with 885 total citations. The author’s work is important because it allows human to human conversation to be able to be memorize in the future.